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Dependence of Upper Critical
Field and Pairing Strength on

Doping in Cuprates
Yayu Wang,1 S. Ono,2 Y. Onose,3 G. Gu,4 Yoichi Ando,2

Y. Tokura,3,5 S. Uchida,6 N. P. Ong1*

We have determined the upper critical field Hc2 as a function of hole concen-
tration in bismuth-based cuprates by measuring the voltage induced by vortex
flow in a driving temperature gradient (the Nernst effect), in magnetic fields
up to 45 tesla. We found thatHc2 decreased steeply as doping increased, in both
single and bilayer cuprates. This relationship implies that the Cooper pairing
potential displays a trend opposite to that of the superfluid density versus
doping. The coherence length of the pairs �0 closely tracks the gap measured
by photoemission. We discuss implications for understanding the doping de-
pendence of the critical temperature Tc0.

The superconducting state in a metal is com-
pletely suppressed if a sufficiently strong
magnetic field is applied. In individual type-
II superconductors, the field required—de-
fined as the upper critical field Hc2—is an
important parameter because it determines
the value of the coherence length �0 (the size
of the Cooper pair) as well as the strength of
the pairing potential; the higher the field Hc2,

the stronger is the pairing potential and the
smaller the pair size (1). In the phase diagram
of the cuprates, superconductivity has been
observed in the range of hole concentration
0.05 � x � 0.25. Many parameters of the
superconducting state, notably the superfluid
density and superconducting gap, have been
measured as a function of x. The conspicuous
exception is Hc2, which is uncertain for rea-

sons discussed below. Because even the basic
trend of Hc2 versus x is unknown, the crucial
question of whether the pairing strength, as
distinct from the superfluid density, increases
or decreases with x remains unanswered. We
report measurements of Hc2 versus x in the
Bi-based cuprates using the vortex-Nernst ef-
fect. In both single and bilayer systems, it
was found that Hc2 (and hence the pairing
potential) steeply decreased as x increased.
We show that �0 is intimately related to the
gap measured by angle-resolved photoemis-
sion spectroscopy (ARPES) (2) and results
from scanning tunneling microscopy (STM)
(3, 4 ).

In the Nernst effect (5–11), vortices in the
vortex liquid state are driven down an applied
temperature gradient –�T �x. Their velocity v

1Department of Physics, Princeton University, Prince-
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*To whom correspondence should be addressed. E-
mail: npo@princeton.edu

R E S E A R C H A R T I C L E S

3 JANUARY 2003 VOL 299 SCIENCE www.sciencemag.org86

 o
n 

M
ay

 1
0,

 2
00

8 
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org


induces an electric field Ey � Bvx which may
be detected with high sensitivity (the induc-
tion field B � z). The total Nernst signal
eobs

y � Ey/��T� is the sum of the vortex
signal ey and the carrier contribution eN

y:
eobs

y � ey � eN
y.

Although our focus is on the Bi-based
cuprates, we gain perspective and insight by
first looking at the electron-doped cuprate
Nd2–xCexCuO4 (NCCO), in which the effects
of fluctuations are weak and superconductivity
is easily suppressed in fields of �10 T. Previ-
ous Nernst measurements have revealed a siz-
able carrier signal eN

y in NCCO (10, 11). We
observed that ey has a distinctive “tent” profile
that distinguishes it from eN

y (fig. S1). The
vortex signal ey at fixed T was initially zero
until H exceeded the solid-to-liquid melting
field Hm(T) (Fig. 1A). In the liquid state, the
vortex signal rises steeply to a maximum before
falling monotonically to zero as H approaches
Hc2, with a similar profile occurring in low–
critical T (low-Tc) superconductors (7, 8). The
steep rise just above Hm, which scales accurate-
ly with the in-plane resistivity 	 (dashed line),
reflects the sharp increase in vortex mobility,
whereas the fall at higher fields is caused by the
field suppression of the condensate amplitude
as H approaches Hc2. The phase diagram in Fig.
1B, derived from ey, reveals an Hc2 boundary
similar to that observed in conventional type-II
superconductors and well described by the
Bardeen, Cooper, and Schrieffer (BCS) theory

(1). It is weakly T-dependent at low T and
decreases to zero linearly as T approaches Tc0,
the zero-field transition temperature [the linear
Hc2 near Tc0 agrees with that in an earlier
Nernst study (11)]. The vortex signal ey rapidly
vanishes above Tc0 � 24.5 K, indicating that
the amplitude of the order parameter 
 vanish-
es at Tc0. Hence, the phase diagram of NCCO is
similar to the phase diagram of conventional
superconductors (1), except that the vortex liq-
uid region is greatly expanded. This example
shows that Hc2 at finite T is reliably determined
as the field at which the vortex-Nernst signal
reaches zero: The tent profile of ey versus H (a
sharp rise to a peak and a fall to zero at high
fields) defines the entire vortex liquid region, in
which �
� remains finite. From Hc2(0) � 10 T,
we find �0 � 58 Å in NCCO.

Most attempts to find Hc2 in cuprates have
relied on measuring the field profiles of the
resistivity 	 in intense fields. We next show that
this method is highly unreliable. The field pro-
file of 	 at 14 K (Fig. 1A, dashed line) reveals
that, above Hm, it rises steeply toward the nor-
mal-state value 	N. Long before the field reach-
es Hc2, 	 in the vortex-liquid state becomes
indistinguishable from 	N. If we had used the
“knee” in the profile of 	 to estimate Hc2, we
would have erroneously identified Hc2 with the
“ridge field” H*(T) defined (7) by the maxi-
mum in ey at each T. As shown in Fig. 1B, the
ridge field H*(T) versus T has a positive cur-
vature and remains strongly T-dependent as T
approaches zero. We note that many Hc2 curves
derived from 	 in cuprates share these features
of H*(T) (12–14). The inset shows that at finite
T, the true Hc2(T) is considerably higher than
H*(T). In the hole-doped cuprates, the differ-
ence between H* and Hc2 is even greater (7).

With this caveat in mind, we turn to the
single-layer cuprate Bi 2201 (Bi2Sr2–yLayCuO6)

and the bilayer Bi 2212 (Bi2Sr2CaCu2O8),
which are ideal for exploring the x dependence
of Hc2 because eN

y is negligibly small, and the
anomalously small Hm(T) values allow the scal-
ing studies described below to be extended over
the broadest field range. In Bi 2201 (sample A1,
x � 0.16, Tc0 � 28 K), ey increases to a broad
maximum and then decreases monotonically to
zero at just above 45 T (fig. S2). The tent
profile, similar to that in NCCO except for the
higher field scales, again reveals how far the
vortex liquid extends in the field.

A major difference between NCCO and
the hole-doped cuprates arises from strong
fluctuations in the phase of 
 in the latter.
Whereas the vortex signal in NCCO rapidly
vanishes just above Tc0, it remains large at
Tc0 in Bi 2201, La2–xSrxCuO4, and
YBa2Cu3Oy (YBCO) and extends consider-
ably above Tc0. In all hole-doped cuprates
examined to date (5–7, 9), Tc0 has corre-
sponded to the loss of long-range phase co-
herence (15–17 ), rather than the vanishing of
�
�. Defining the field at which ey approach-
es zero as Hc2(T) at each T, we found that
Hc2(T) in Bi 2201 is nearly T-independent
from 5 to 30 K (it goes to zero only at much
higher T). Despite the non-BCS scenario in
hole-doped cuprates, Hc2(T) is still reliably
obtained from the approach of ey to zero.

Comparison of ey versus H in several sam-
ples of Bi 2212 of different x revealed a distinc-
tive trend. Figure 2, A and B, compares the ey-H
curves in overdoped Bi 2212 (sample B1, x �
0.22, Tc0 � 65 K) with those in underdoped Bi
2212 (sample B3, x � 0.087, Tc0 � 50 K). The
calibration of x is discussed in (18). In sample
B1 (Fig. 2A), the vortex Nernst signal closely
resembled those in Bi 2201 and anticipated the
scaling property to be described. In the under-
doped sample (Fig. 2B), however, the curves

Fig. 1. (A) The vortex-Nernst signal ey versus H
in Nd2–xCexCuO4 (x � 0.15, Tc0 � 24.5 K). For
example, at 14 K, ey appears at Hm � 1.1 T,
rises to a peak at H* � 2.8 T, and decreases,
with Hc2 � 5.8 T. The profile of 	 at 14 K
(dashed line) matches the initial increase in ey.
Above Tc0, the vortex signal rapidly vanishes
(unlike in hole-doped cuprates). �0 is the vac-
uum permeability. (B) The T dependence of Hm,
H*, and Hc2 derived from the ey curves. The Hc2
curve in NCCO is conventional and terminates
close to Tc0.

Fig. 2. Comparison of the profiles of ey in (A) overdoped (OD) (Tc0 � 65 K) and (B) underdoped
(UD) (Tc0 � 50 K) crystals of Bi2Sr2CaCu2O8. The curves in (A) peak at relatively low fields (5 to
10 T ) and decrease by 50 to 60% when H reaches 30 T. The peaks in (B), however, lie much closer
to 30 T.
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were more stretched out along the field axis. In
the temperature range of 40 to 50 K, ey was not
appreciably diminished from its peak value at
the maximum field 30 T, whereas in Fig. 2A ey

had decreased from its peak by more than 60%
by 30 T. The trend is summarized (Fig. 3A) for
overdoped, optimally doped, and underdoped Bi
2212 (samples B1 to B3), using profiles of ey

measured at their respective Tc0’s (65, 90, and
50 K in B1, B2, and B3, respectively). It is
apparent that successively higher fields are
needed to achieve comparable suppression of ey

as we go from the overdoped to the optimum
and to the underdoped sample. The same pattern
is observed in Bi 2201 (with lower field data).

We found that, if we used the reduced
field h � H/Hc2� as abscissa (the prime indi-
cates the value at Tc0), the three traces in Fig.

3A accurately matched the template curve
(18) of sample A1 (at Tc0 � 28 K) with the
right choice of Hc2� (Fig. 3B). Using the
known Hc2� value in A1 (50 T), we found that
Hc2� � 50, 67, and 144 T in B1, B2, and B3,
respectively. A similar scaling was observed
in three samples of Bi 2201 (Fig. 3C). The
scaling behavior enabled us to accurately
track the x dependence of Hc2� to field values
considerably higher than 45 T.

The scaling behavior continued to hold at
T below Tc0, if comparisons were made be-
tween curves at the same reduced tempera-
ture t � T/Tc0. However, below t � 0.7, the
vortex solid phase below Hm (where ey � 0)
expanded considerably and precluded mean-
ingful comparison for scaling behavior. This
was not a serious drawback because the T

dependence of Hc2 was very weak between 0
K and Tc0 in the Bi-based cuprates (the prime
on Hc2� is dropped hereafter).

We carried out the scaling comparison for
five samples of Bi 2212 with 0.087 � x � 0.22,
as well as in three samples of Bi 2201, and
obtained the variation of Hc2 versus x displayed
(Fig. 4A). As the doping x decreases, Hc2 in Bi
2212 undergoes a steep increase from 50 to 144
T, whereas in Bi 2201 it increases from 42 to 65
T. The gap amplitude 0 in Bi 2212, measured
at low T by ARPES (2), also increases as x
decreases (Fig. 4A, upper stripe). Most investi-
gators regard this increasing 0 as the normal-
state gap in the pseudogap state because it
persists unchanged in size (2) to temperatures
well above Tc0.

We next show that our values for Hc2 in
Bi 2212 are in fact closely related to 0. The
two quantities may be compared directly if
we convert them to length scales. Expressing
Hc2 as the coherence length via �0 � �(�0/
2�Hc2), we found that �0 decreases from 26
to 15 Å as x decreases from 0.22 to 0.087 (�0

is the flux quantum). The gap 0 may be
converted to the Pippard length by �P �
�vF/a0, where vF � 1.78 � 105 m/s is the
Fermi velocity (a � � for s-wave supercon-
ductors). The plots in Fig. 4B reveal that �0

and �P are closely matched if we choose a �
3/2, consistent with extreme gap anisotropy.
The agreement is strong evidence that the
ARPES gap at low T and the Nernst experi-
ments are probing the same length scale over
a broad range of x. Both experiments uncov-
ered the same trend: The coherence length
decreases by a factor of �2 as x decreases
from 0.22 to 0.087. Moreover, the virtually
T-independent behavior of Hc2 in our exper-
iment is consistent with the T-independent
behavior in the ARPES gap. The comparison
persuaded us that the ARPES 0 (2) repre-
sents the gap amplitude of the Cooper pairs.

High-resolution images of vortices in op-
timally doped Bi 2212 have been obtained by
STM. The exponential decay of the quasipar-
ticle state density yields a length scale of 22
Å (3). A longer length scale, �40 Å, is
defined by the checkerboard pattern imaged
outside the core (4 ). The shorter length of 22
Å is in good agreement with our �0 (Fig. 4B,
open triangle), suggesting that the exponen-
tial fall-off is dictated by �0.

Recently, the field scale Hpg for suppressing
the pseudogap state in Bi 2212 has been esti-
mated from the c-axis resistivity 	c versus H
(19). Insofar as 	c probes changes in the single-
particle density of states, rather than the pairing
amplitude, the inferred Hpg values should be
distinguished from Hc2 (indeed, the estimated
Hpg values, 100 to 550 T, are much higher than
our Hc2 values).

To address our initial question, the present
experiment establishes that Hc2 increases as x
decreases in both Bi 2201 and Bi 2212, which

Fig. 3. (A) The curves of
ey versus H in over-
doped (sample B1), op-
timally doped (OPT )
(sample B2), and un-
derdoped (sample B3)
Bi 2212 taken at their
Tc0 (65, 90, and 50 K,
respectively). (B) The
collapse of the three
curves in (A) onto the
template curve from Bi
2201 (sample A1 with
Tc0 � 28 K) when plot-
ted against h �H/Hc2�.
(C) Comparison of the
scaled profiles of ey
versus h in two other
samples of Bi 2201
(measured up to 14 T )
against the template curve in sample A1.

Fig. 4. (A). The x dependence of
Hc2 in Bi 2212 (solid squares)
and in Bi 2201 (open squares)
measured by scaling of Nernst
profiles. As indicated, the upper
gray stripe is the x dependence
of the ARPES gap 0 (2) and the
lower gray stripe is Tc0. (B) Com-
parison of the coherence length
�0 (solid squares) obtained from
Hc2 and the Pippard length �P
(open circles) obtained from 0.
The decay length of quasiparticle
states imaged by STM (3) is
shown as an open triangle.
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implies that the pairing potential is strongest
in very underdoped samples. This finding
may place strong constraints on theories of
the pairing mechanism. The trend [opposite
to that of the superfluid density ns (20, 21),
which decreases as x decreases] implies a
scenario for underdoped cuprates that is rad-
ically different from that inferred from ns and
Tc0 alone. The physical picture is that, in
hole-doped cuprates, the pairing potential 0

is maximal in the underdoped regime and
falls rapidly with increased hole density, as
anticipated in early resonating-valence-bond
theories (15, 16 ). However, the small ns at
small x renders the condensate highly suscep-
tible to phase fluctuations (17 ). At Tc0, spon-
taneous nucleation of highly mobile vortices
destroys long-range phase coherence and the
Meissner state (7, 22, 23), but vortex excita-
tions remain observable to much higher T (5,
6 ). As x is increased, ns and Tc0 initially
increase, but beyond x � 0.17, Tc0 is sup-
pressed by a steeply falling 0. The trade-off
between ns and 0 informs the entire cuprate
phase diagram and accounts naturally for the
dome shape of the curve of Tc0 versus x.

An interesting implication may be in-
ferred in the limit of small x. If the trend in
�0 in Fig. 4B persists, �0 becomes smaller
than the separation d of Cooper pairs in this
limit (d � 25 Å at x � 0.05). For x � 0.05,
we may treat the carriers as tightly bound
pairs (bosons) that are well separated and
too dilute to sustain long-range phase co-
herence. In uncovering the increased pair-
ing strength at small x, our experiment
provides clues that bosonic pairs may exist
in this limit.
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22. Z. Tešanović, Phys. Rev. B 51, 16204 (1995).
23. A. K. Nguyen, A. Sudbø, Phys. Rev. B 57, 3123 (1998).
24. We thank S. Hannahs for help with measurements

at the National High Magnetic Field Laboratory,
Tallahassee, FL, a facility supported by NSF and the

state of Florida. N.P.O., S.U. and Y.T. are supported
by a grant from the New Energy and Industrial
Technology Development Organization, NEDO ( Ja-
pan). N.P.O. acknowledges support from NSF
(grant NSF-DMR 98-09483) and the U.S. Office of
Naval Research (contract N00014-01-0281). G.G.
acknowledges support from the U.S. Department of
Energy (contract DE-AC02-8CH10886).

Supporting Online Material
www.sciencemag.org/cgi/content/full/299/5603/86/
DC1
Materials and Methods
Figs. S1 and S2
References

13 September 2002; accepted 15 November 2002

Three-Dimensional Mapping of
Dislocation Avalanches: Clustering

and Space/Time Coupling
Jérôme Weiss1 and David Marsan2

There is growing evidence for the complex, intermittent, and heterogeneous
character of plastic flow. Here we report a three-dimensional mapping of
dislocation avalanches during creep deformation of an ice crystal, from a
multiple-transducers acoustic emission analysis. Correlation analysis shows
that dislocation avalanches are spatially clustered according to a fractal pattern
and that the closer in time two avalanches are, the larger the probability is that
they will be closer in space. Such a space/time coupling may contribute to the
self-organization of the avalanches into a clustered pattern.

Dislocation-driven plastic deformation has been
described as a smooth flow process that is ho-
mogeneous in both space and time, yet there is
evidence for the intermittent and heterogeneous
character of plastic flow (1). The spontaneous
formation of fractal dislocation cell patterns has
been reported in metals (2, 3), and scale-invari-
ant patterning of dislocation arrays was also
obtained in numerical simulations (4). These
observations, however, provide a static charac-
terization of the spatial heterogeneity of dislo-
cation patterns after deformation. Surface obser-
vations in metals indicate that slip consists of
intermittent events localized along slip bands
(1), and the temporal heterogeneity of slip has
been extensively explored in the Portevin-Le
Chatelier effect (5). Recently, acoustic emission
(AE) studies performed during the creep of sin-
gle ice crystals, coupled with numerical simula-
tions of collective dislocation motion, revealed a
strongly intermittent plastic flow characterized
by jerks of dislocations with power law distri-
butions of energies P(E) � E–� (6–8) where
P(E) is the probability density function of the
energy E. This feature is shared by other slowly
driven systems (9), including fracture in disor-
dered materials (10, 11). These dislocation ava-
lanches are also clustered in time (12). In these
experiments, complexity and multiscale proper-
ties arose solely from dislocations interacting
via long-range internal stresses (decreasing with
the distance r as 1/r).

The evidence for heterogeneity and scale

invariance in space, time, and energy calls for
the development of new models of dislocation
systems and plastic flow (13) and for a nonequi-
librium statistical theory of dislocation motion
(7). Yet, to further constrain theoretical devel-
opment, a complete dynamical picture of plastic
flow simultaneously in space, time, and energy
domains is still lacking. Here we present three-
dimensional (3D) mapping of dislocation ava-
lanches during viscoplastic deformation of a
crystalline material. The experiment, performed
on a single crystal of ice Ih, was similar to those
performed previously (7, 12), except that we
used multiple transducers to map the hypo-
centers of the microseismic waves generated by
the sudden local displacements associated with
the dislocation avalanches. Compression creep
(constant load) was applied to a cylindrical crys-
tal under stress and temperature conditions in
which diffusional creep is not a significant
mechanism of inelastic deformation. Ice is an
ideal material in which to explore collective
dislocation dynamics with AE measurements: It
deforms by dislocation slip even at temperatures
close to the melting point; its transparency al-
lows microcracking to be ruled out as a source
of AE; and the transducers can be frozen on the
specimen, yielding optimum acoustic coupling
(6, 7, 14). The basal planes, which are the
preferred slip planes in hexagonal ice, were
inclined at the beginning of the test to 11° from
the compression axis. A classical macroscopic
creep behavior was observed, with primary and
secondary creep followed by a roughly expo-
nential growth of the strain rate during tertiary
creep. Here, tertiary creep did not result from
microcracking but from a rapid multiplication of
dislocations. Because acoustic activity is a
proxy of global deformation (14), most of the

1Laboratoire de Glaciologie et Géophysique de
l’Environnement–CNRS, 54 rue Molière, BP 96, 38402
St. Martin d’Hères Cedex, France. 2Laboratoire de
Géophysique Interne et Tectonophysique, Université
de Savoie, 73376 Le Bourget du Lac Cedex, France.
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